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FORWARD 
 

The legal profession, like many other sectors, is undergoing a rapid 
transformation driven by technological advancements. Artificial Intelligence 
(AI) is at the forefront of this revolution, offering immense potential to enhance 
efficiency, accuracy, and accessibility in the delivery of legal services.  

However, the integration of AI into the legal profession is not without its 
challenges. It raises complex ethical, legal, and regulatory questions that 
demand careful consideration. Recognizing the imperative to harness the 
benefits of AI while mitigating its risks, the Nigerian Bar Association, through 
its Section on Legal Practice, has undertaken the task of developing these 
Guidelines.  

This document provides a comprehensive framework for the ethical and 
responsible use of AI by Nigerian legal practitioners. It addresses a wide range 
of issues, including data privacy, cybersecurity, algorithmic bias, and the 
preservation of the lawyer-client relationship.  

I commend the Section on Legal Practice for this timely and important 
initiative. These Guidelines are a significant step towards ensuring that AI is 
used as a tool to augment, rather than replace, the human judgment and 
expertise that are essential to the practice of law. 

I urge all legal practitioners to carefully study and adhere to these Guidelines. 
By embracing AI responsibly, we can position the Nigerian legal profession at 
the forefront of technological innovation while upholding the highest 
standards of professional conduct. 

 

Yakubu Chonoko Maikyau, SAN 
President, Nigerian Bar Association   
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EXECUTIVE SUMMARY 
 

This document explores how Artificial Intelligence (AI) can be used safely and 
ethically by stakeholders in the Nigerian legal landscape.  

Responsible AI adoption that upholds human oversight, data privacy, and 
transparency in decision-making is important. AI offers Nigerian lawyers 
valuable tools to enhance their practice. Automating repetitive tasks like 
contract review frees up time for complex legal matters requiring expertise 
and judgment. AI-powered legal research tools can analyze vast amounts of 
data, potentially leading to more accurate research and risk assessments. 
Ultimately, responsible AI adoption can lead to a more efficient and data-
driven legal sector. 

However, ensuring responsible use is very critical. Human oversight remains 
essential, with lawyers leveraging AI as a complementary tool, not a 
replacement for their critical thinking and legal expertise. Data privacy and 
security are also important considerations. Robust measures must be in place 
to comply with the Nigeria Data Protection Act 2023 (NDPA) and safeguard 
client confidentiality. Furthermore, transparency and explainability in AI 
decision-making processes are crucial for lawyers to understand the reasoning 
behind AI outputs and ensure they align with legal principles. 

Algorithmic bias, a potential pitfall of AI, necessitates careful selection and 
evaluation of AI tools to mitigate bias in legal outcomes. Cybersecurity 
concerns require robust measures to protect sensitive legal data. The potential 
impact of AI on lawyers' roles necessitates adaptation and development of new 
skillsets. 

Legal professionals can navigate these challenges by conducting AI impact 
assessments to identify risks and opportunities. Investing in training and 
professional development equips lawyers with AI literacy and the ability to 
leverage AI responsibly. Collaboration with AI developers fosters the creation 
of solutions specifically tailored to the needs of the Nigerian legal sector. 

This document aims to assist lawyers to embrace these considerations and 
foster a culture of responsible AI adoption, so that Nigerian legal professionals 
can harness the transformative power of AI to create a more efficient, data-
driven, and client-centric legal sector for the future.   



GUIDELINES FOR THE USE OF ARTIFICIAL INTELLIGENCE IN THE LEGAL PROFESSION IN NIGERIA        

 

5 
 

TABLE OF CONTENTS 

 

Forward 

Acknowledgements 

Executive Summary 

Table of Contents 

1. Introduction 

1.1 Background 

1.2 Purpose of the Guideline 

1.3 Scope and Limitations 

2. Understanding Artificial Intelligence 

2.1 Definition of Artificial Intelligence 

2.2 Types of AI 

2.3 Applications of AI in the Legal Sector 

3. Legal and Ethical Considerations 

3.1 Regulatory Landscape 

3.1.1 National Regulations 

3.1.2 International Standards 

3.2 Ethical Implications 

3.3 Bias and Fairness in AI 

4. Integration of AI in Legal Practice (Continued) 

4.1 Use Cases 

4.2 Benefits and Challenges 

5. Data Privacy and Security:  

5.1 Data Protection Laws 

5.2 Data Security Best Practices 

5.3 Client Confidentiality in AI Applications 

6. AI Tool Selection and Implementation 



GUIDELINES FOR THE USE OF ARTIFICIAL INTELLIGENCE IN THE LEGAL PROFESSION IN NIGERIA        

 

6 
 

6.1 Criteria for Selecting AI Tools 

6.2 Integration with Existing Legal Systems 
7. Generative AI  

7.1 What Lawyers Should Do:  

7.2 What Lawyers Should Not Do:  

8. Risk Management 

8.1 Identifying and Assessing Risks 

8.2 Mitigation Strategies 

8.3 Monitoring and Auditing AI Systems 

9. Training and Professional Development 

9.1 AI Literacy for Legal Professionals 

9.2 Continuous Education and Training Programs 

10. Collaboration with AI Developers 

10.1 Establishing Effective Communication 

10.2 Contractual Agreements 

10.3 Collaboration for System Improvement 

11. Case Studies 

12. Future Trends in AI and the Legal Sector 

12.1 Anticipated Regulatory Changes 

13. Conclusion 

13.1 Summary of Key Guidelines 

13.2 Encouraging Responsible AI Adoption 

Appendices 

Appendix A: Glossary of AI Terms 

Appendix B: Sample AI Impact Assessment Checklist 

Appendix C: Relevant Legal Frameworks (NDPA 2023, International 

Standards) 

Appendix D: References and Recommended Reading  



GUIDELINES FOR THE USE OF ARTIFICIAL INTELLIGENCE IN THE LEGAL PROFESSION IN NIGERIA        

 

7 
 

GUIDELINES FOR THE USE OF ARTIFICIAL INTELLIGENCE IN THE NIGERIAN 
LEGAL PROFESSION 

1. Introduction 

1.1 Background 

The Nigerian legal sector is on the precipice of a significant transformation 

driven by Artificial Intelligence (AI). AI has the potential to fundamentally 

reshape legal practice by automating tasks, enhancing research capabilities, 

and empowering data-driven decision-making. However, it is crucial to 

recognize that AI is a tool to augment human expertise, not a replacement. 

1.2 Purpose of the Guideline 

This comprehensive guideline equips lawyers, law firms, legal departments, 

and legal organizations in Nigeria with a thorough understanding of AI and its 

responsible application within the unique context of the Nigerian legal 

landscape. With an emphasis on maintaining human oversight, the 

guideline explores the legal and ethical considerations surrounding AI use, 

highlights best practices for data privacy and security, and outlines a roadmap 

for successful AI integration within legal practice. 

 

1.3 Scope and Limitations 

This guideline focuses on the application of AI in the Nigerian legal sector. It 

provides an overview of relevant AI concepts, legal considerations, and 

practical implementation strategies. It does not delve into the intricate details 

of specific AI algorithms or the underlying technical infrastructure. 

2. Understanding Artificial Intelligence 

2.1 Definition of Artificial Intelligence 
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Artificial Intelligence (AI) encompasses a branch of computer science 

dedicated to creating intelligent machines/systems capable of mimicking 

human cognitive functions and possibly emotional range. These functions 

include learning, problem-solving, and decision-making. AI systems achieve 

this by processing vast amounts of data to identify patterns, make predictions, 

and perform tasks traditionally requiring human intervention. 

2.2 Types of AI 

The realm of AI encompasses a variety of technologies, each with distinct 

functionalities: 

 Machine Learning (ML): ML algorithms learn and improve from data 

without explicit programming. They can analyze legal documents, 

identify patterns, and extract crucial information, aiding in tasks like 

contract review and due diligence. 

 Deep Learning: A subfield of ML, Deep Learning utilizes artificial neural 

networks modeled after the human brain. These complex networks 

excel at tasks requiring high pattern recognition, such as legal 

document classification and e-discovery. 

 Natural Language Processing (NLP): NLP allows computers to 

understand and interpret human language. NLP-powered tools can 

analyze legal documents, contracts, and case law, enabling tasks like 

legal research and sentiment analysis of judicial opinions. 

 Robotics: This involves designing, constructing, operating, and using 

robots and computer systems for controlling them, sensory feedback, 

and information processing. 

 Computer Vision: Computer vision is the field of teaching machines to 

interpret and understand visual information from the world, similar to 
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human sight. This technology is used in various applications requiring 

image or video analysis. 

 Expert Systems: Expert systems are computer programs designed to 

mimic the decision-making abilities of a human expert in a specific field. 

They use a knowledge base of rules and facts to provide expert-level 

advice or solutions. 

 

2.3 Applications of AI in the Legal Sector 

AI offers a plethora of applications specifically relevant to the Nigerian legal 

sector: 

 Enhanced Legal Research and Case Analysis: AI-powered legal 

research tools can analyze vast legal databases and case law from 

Nigerian courts, along with relevant international jurisprudence. This 

empowers lawyers to identify not only binding precedents but also 

persuasive arguments from other jurisdictions, strengthening legal 

positions. They can also support legal professionals in staying updated 

with recent legal changes. 

 Streamlined Contract Review and Due Diligence: AI can automate 

contract review processes, flagging potential risks and inconsistencies 

within contracts. This not only saves lawyers valuable time but also 

mitigates legal risks associated with missed contractual clauses. 

 Efficient E-discovery and Document Management: AI-powered tools 

can expedite the process of identifying and organizing electronically 

stored information (ESI) crucial for litigation and investigations in 

Nigerian courts. This translates to reduced costs associated with e-

discovery and improved case preparation. 



GUIDELINES FOR THE USE OF ARTIFICIAL INTELLIGENCE IN THE LEGAL PROFESSION IN NIGERIA        

 

10 
 

 Data-Driven Predictive Analytics: AI can analyse legal data from 

Nigerian courts to predict litigation outcomes, inform settlement 

strategies, and optimise resource allocation. This empowers lawyers to 

make informed decisions throughout the litigation process. 

 Improved Client Service and Legal Document Automation: 

Conversational AI chatbots can answer routine (and simple) client 

queries, provide legal information, and even generate standardized legal 

documents in adherence to Nigerian legal requirements. This not only 

improves client satisfaction but also frees up lawyers' time for more 

complex legal matters. It can also be useful for the provision of legal 

services in areas with limited access to legal services. 

 

3. Legal and Ethical Considerations 

3.1 Regulatory Landscape 

The application of AI within the Nigerian legal sector necessitates an 

understanding of the relevant legal and ethical environment. 

3.1.1 National Regulations 

The primary legal instrument governing the activities of lawyers is the Legal 

Practitioners Act Cap L.11 Laws of the Federation of Nigeria 2004. The Legal 

Practitioners Act in Nigeria establishes the legal framework for the regulation 

and governance of the legal profession in the country. It outlines the 

requirements for admission, practice, and discipline of legal practitioners. 

The Rules of Professional Conduct for Legal Practitioners 2023 (RPC) is the 

secondary instrument that governs legal practice in Nigeria.  The RPC sets the 

ethical standards and guidelines that all legal practitioners must adhere to in 

the course of their professional duties. These rules are crucial for maintaining 
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the integrity and independence of the legal profession and are very relevant in 

the application of AI. 

In terms of data protection and data privacy, the primary legal framework is 

the Nigerian Data Protection Act 2023 (NDPA) and the Nigeria Data Protection 

Regulations 2019 (NDPR). The NDPA and NDPR emphasize data privacy rights 

and mandate secure data handling practices, which are crucial considerations 

when deploying AI tools that process client and legal data.  

3.1.2 International Standards 

While not directly applicable in Nigeria, international standards like the 

European Union's General Data Protection Regulation (GDPR) offer guiding 

principles for AI development and deployment, emphasizing fairness, 

transparency, and accountability. These standards can serve as valuable 

benchmarks for Nigerian legal professionals. 

3.2 Ethical Implications 

While AI offers numerous advantages, it's crucial to acknowledge and address 

potential ethical concerns: 

Confidentiality (RPC Rule 19): 

 Challenge: AI tools might require uploading client data or queries for 

training or operation. This raises concerns about maintaining client 

confidentiality as mandated by Rule 19 of the RPC. 

Competence and Diligence (RPC Rule 16): 

 Challenge: Lawyers have an obligation to be competent in the areas 

they practice. Overreliance on AI outputs without proper understanding 

of the technology and its limitations could lead to errors or missed 

nuances. This also applies to junior staff in the employment of a lawyer. 
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Duty of Care (RPC Rule 14): 

 Challenge: Overreliance on AI can interfere with the lawyer’s duty to 

exercise diligence, caution and care which a lawyer owes a client. Given 

that AI cannot be trusted to make correct decision or provide accurate 

information, a lawyer has a duty not to rely fully on AI otherwise he 

violates his duty of care under Rule 14(1). 

Candor and Truthfulness (RPC Rule 14 (2) and 15(3)(g)): 

 Challenge: AI outputs might not always be accurate or unbiased. 

Lawyers must disclose all risks to clients, including risks relating to their 

use of AI and avoid presenting AI-generated content as their own work. 

Independence of Judgement (RPC Rule 24(2)): 

 Challenge: Lawyers should exercise independent judgment. 

Overreliance on AI for legal decision-making could compromise a 

lawyer's professional judgment. Lawyers relying solely on AI outputs for 

legal advice without independent analysis could potentially recommend 

questionable actions or defenses 

Duty to Uphold the Law and Avoid Misconduct (RPC Rule 15): 

 Challenge: AI algorithms can inherit biases from the data they are 

trained on. This raises concerns about AI perpetuating discrimination or 

suggesting unlawful actions, potentially leading to violations of Rule 

15(3)(h). Lawyers must be aware of potential biases in AI tools and 

critically evaluate outputs to ensure they comply with their ethical and 

legal obligations. 

Duty not to Create or Preserve False Evidence (RPC Rule 15) 

 Challenge: Some AI tools have the capacity to generate or alter evidence 

in a way that supports a party’s position, e.g., an image of the client 

showing them in a particular location to serve as an alibi in a criminal 

trial or a false statement of a witness, written or spoken, that is developed 
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after training the model on voice or writing samples of the witness in 

question, potentially leading to a violation of Rule 15(3)(h). Lawyers must 

do their best to ensure that evidence used or kept by them do not fall 

into this category. 

Conflicts of Interest (RPC Rule 17): 

 Challenge: If AI tools are owned by third parties with vested interests, 

this could create conflicts of interest. Lawyers should understand the 

ownership and potential conflicts associated with AI tools before using 

them.  

Advertising and Soliciting (Rule 39) -  

 Challenge: Generally, advertising has had limited scope in the legal 

profession due to strict rules. Notwithstanding, the probabilistic nature 

of generative AI tools, which may result in random output in response to 

prompts and the tendency to hallucinate, may result in the inadvertent 

violation of Rule 39(2)(a) of the RPC which prohibits advertising or 

promotion of a lawyer’s practice of the law which ‘is inaccurate or likely 

to mislead’, especially where there is no vetting before publishing the 

output.  

Additional Considerations: 

 Data Privacy: The RPC doesn't explicitly address data privacy, but 

lawyers must comply with the Nigerian Data Protection Act (NDPA) 

when using AI tools that collect or process client data. 

 Client Consent: Transparency with clients about AI usage and 

obtaining informed consent is crucial for ethical practice. 

 Transparency and Explainability: The inner workings of some AI 

systems can be opaque, making it challenging to understand how they 

arrive at decisions. In the legal domain, transparency is important. 
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Lawyers should prioritize AI solutions that provide clear explanations for 

their outputs, ensuring responsible decision-making. 

 

3.3 Bias and Fairness in AI 

AI systems are not immune to bias, which can arise from the data they are 

trained on or the design of the algorithms themselves. Here's how lawyers can 

mitigate bias in AI used in the Nigerian legal sector: 

 Data Selection and Cleansing: Carefully curate training data to ensure 

it is representative and free from bias. Techniques like data cleaning can 

help identify and remove biased data points. 

 Algorithmic Fairness Testing: Regularly assess AI systems for potential 

bias using fairness testing methodologies. This can help identify and 

address discriminatory outcomes produced by AI. 

 

4. Integration of AI in Legal Practice 

4.1 Use Cases 

 Legal Research and Case Analysis: AI-powered legal research tools 

can analyze vast legal databases and case law from Nigerian courts, 

along with relevant international jurisprudence. This empowers lawyers 

to identify not only binding precedents but also persuasive arguments 

from other jurisdictions, strengthening legal positions. However, human 

oversight remains crucial. Lawyers must critically evaluate the AI's 

outputs, considering the specific context of the case and exercising their 

legal judgment in applying the information to develop sound legal 

strategies. 

 Contract Review and Due Diligence: AI can automate contract review 

processes, flagging potential risks and inconsistencies within contracts. 
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This not only saves lawyers valuable time but also mitigates legal risks 

associated with missed contractual clauses. While AI can identify 

potential risks, lawyers must possess a deep understanding of the 

law and the specific contractual nuances to make informed decisions 

on how to address the flagged issues and ensure the contract aligns with 

the client's best interests. 

 Predictive Analytics in Litigation: AI can analyze legal data from 

Nigerian courts to predict litigation outcomes, inform settlement 

strategies, and optimize resource allocation. This empowers lawyers to 

make informed decisions throughout the litigation process. However, 

it's crucial to remember that AI predictions are not guarantees. 

Lawyers should leverage AI-generated insights alongside their 

experience and legal expertise to develop the most effective litigation 

strategies for their clients. 

 

4.2 Benefits and Challenges 

The integration of AI in legal practice offers a multitude of benefits: 

 Increased Efficiency and Productivity: AI automates repetitive tasks, 

freeing up lawyers' time to focus on higher-value strategic work and 

client service. 

 Enhanced Accuracy and Consistency: AI can analyze vast amounts of 

data with greater precision than humans, minimizing the risk of errors in 

legal research, contract review, and other tasks. 

 Data-Driven Decision Making: AI-powered analytics provide valuable 

insights to inform legal strategies and decision-making throughout the 

legal process. 

However, alongside the benefits, there are challenges to consider: 
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 Cost of Implementation: Integrating and maintaining AI tools, 

including the cost of internet service, can be expensive, requiring careful 

cost-benefit analysis before adoption. 

 Change Management: The introduction of AI may lead to resistance 

from some legal professionals. Effective change management strategies 

are crucial to ensure user buy-in and successful AI adoption within law 

firms and legal departments. 

 Data Privacy and Security Risks: AI systems rely on data, and data 

security breaches can have serious consequences. Robust data privacy 

and security measures are essential to mitigate these risks. 

 

5. Data Privacy and Security 

Data is the lifeblood of AI systems. When integrating AI into legal practice in 

Nigeria, data privacy and security become paramount concerns, requiring 

strict adherence to the NDPA, NDPR and relevant data protection policies. 

5.1 Data Protection Laws 

The NDPA establishes a legal framework for data protection and privacy rights 

in Nigeria. Here's how the NDPA applies to AI in the legal sector: 

 Key Principles of the NDPA: The NDPA emphasizes principles like 

lawfulness, fairness, and transparency in data processing. These 

principles should guide the selection, implementation, and use of AI 

tools within legal practice. 

 Compliance Requirements for AI: Legal professionals deploying AI 

tools must comply with NDPA requirements, such as obtaining informed 

consent from clients for data collection and processing, implementing 
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appropriate data security measures, and respecting individuals' data 

privacy rights. 

 

5.2 Data Security Best Practices 

In addition to NDPA compliance, lawyers should prioritize these data security 

best practices: 

 Regular data security audits and penetration testing: Proactively 

identify and address vulnerabilities in AI systems and data security 

measures. 

 Encryption of data at rest and in transit: Encrypt sensitive client data 

to minimize the risk of unauthorized access in case of a security breach. 

 Employing access controls with the principle of least privilege: Grant 

access to client data only to authorized personnel on a need-to-know 

basis. Implement multi-factor authentication protocols for added 

security. 

 Regular security awareness training for staff: Educate lawyers and 

legal staff on data security best practices to minimize the risk of human 

error or social engineering attacks. 

 

5.3 Client Confidentiality in AI Applications 

Maintaining client confidentiality is paramount in the legal profession. When 

using AI in legal practice: 

 Carefully select AI vendors: Choose AI vendors with a proven track 

record of data security and a commitment to client confidentiality. 
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 Enter into robust data protection agreements: Formalize data 

protection obligations with AI vendors through contractual agreements 

that ensure compliance with the NDPA and client confidentiality. 

 Maintain control over client data: While AI tools may process client 

data, lawyers must retain ultimate control over the data and ensure it is 

used only for authorized legal purposes. 

 Avoid entering sensitive information into unsecure systems: Do not 

enter personal or confidential data of clients into AI systems unless such 

systems have the appropriate privacy mechanisms and the appropriate 

settings are in place. This includes the use of AI enabled meeting 

recorders, transcribers and translators. 

 

6. AI Tool Selection and Implementation 

Selecting and implementing AI tools within the Nigerian legal sector requires 

careful planning and consideration. Here's a roadmap to guide you: 

6.1 Criteria for Selecting AI Tools 

 Alignment with Legal Needs: Choose AI tools that address specific 

legal practice needs and workflows. Don't be swayed by hype; focus on 

tools that solve real problems and enhance efficiency. 

 Data Security and Privacy Compliance: Ensure the AI tool adheres to 

NDPA requirements and has robust data security measures in place to 

protect client confidentiality. 

 Scalability and Integration: Consider the scalability of the AI tool to 

accommodate future growth and its ability to integrate seamlessly with 

existing legal practice management systems. 
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 Transparency and Explainability: Opt for AI tools that provide clear 

explanations for their outputs, allowing lawyers to understand the 

reasoning behind the AI's recommendations. 

 Vendor Reputation and Support: Select AI vendors with a strong 

reputation for data security, customer support, and ongoing product 

development. 

 Accuracy and Performance: Ensure the AI tool has some credibility for 

providing accurate information, especially with respect to research work 

or analysis. This may be achieved by considering its biased tendencies, 

current application in the legal industry (if any), and so on. 

 Ethical and Responsible AI Practices: Similar to the ‘privacy by design 

and default models’, lawyers should ensure they assess whether the AI 

tools adhere to ethical and responsible AI principles. While this does not 

absolve practitioners of human monitoring and oversight, it mitigates 

the risks of bias and unethical practices that may accompany the AI tool. 

 

6.2 Integration with Existing Legal Systems 

 Assess compatibility: Ensure the chosen AI tool integrates smoothly 

with your existing legal practice management systems to avoid data 

silos and workflow disruptions. 

 Develop a data migration strategy: If necessary, develop a plan for 

migrating relevant data to the AI system securely and efficiently. 

 Invest in user training: Provide adequate training for lawyers and legal 

staff on how to effectively utilize the new AI tool and maximize its 

benefits. 

 

6.3 Training and Familiarization 
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 Training for Lawyers: Educate lawyers on the capabilities and 

limitations of AI to ensure they leverage the technology responsibly and 

ethically within the legal practice. 

 Training for Legal Staff: Train legal staff on how to use the AI tool 

effectively for tasks like data input, query formulation, and interpreting 

AI outputs. 

 
7. Generative AI  

Generative AI offers promising benefits for legal practice, but its use 

necessitates ethical considerations. Here's how Nigerian lawyers can leverage 

this technology responsibly:  

 

7.1 What Lawyers Should Do:  

 Maintain Client Confidentiality: Client information, including queries 

and uploaded documents, should never be used with generative AI tools 

that lack robust security and confidentiality protocols. Consult IT 

professionals to ensure the platform adheres to stringent data 

protection measures.  

 Develop Competence: Lawyers should strive to understand the 

capabilities and limitations of generative AI tools they intend to use. This 

includes attending training or workshops to gain a foundational 

knowledge of the technology.  

 Critical Review: Outputs generated by AI tools must be thoroughly 

reviewed before relying on them in client work. This involves verifying 

factual accuracy, legal soundness, and potential biases within the 

content.  

 Transparency with Clients: Lawyers should endeavor to disclose their 

use of generative AI tools to clients and obtain informed consent before 
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proceeding. This transparency fosters trust and allows clients to 

participate in the decision-making process.  

 Supervision: Lawyers are responsible for the work of their subordinates. 

When using generative AI tools, lawyers should supervise junior lawyers 

and other staff to ensure responsible and ethical application.  

  

7.2 What Lawyers Should Not Do:  

 Compromise Client Confidentiality: Lawyers should avoid using 

generative AI tools that raise concerns about data security or lack 

transparency regarding data usage.  

 Overreliance: Generative AI is a valuable tool, but it should not replace 

a lawyer's professional judgment and critical thinking skills. Lawyers are 

ultimately responsible for client matters and should not blindly rely on AI 

outputs.  

 Uninformed Use: Lawyers should refrain from using generative AI tools 

without a basic understanding of their functionalities and potential 

limitations.  

  

8. Risk Management 

The integration of AI into legal practice introduces new risks. We recommend 

the following to manage them proactively: 

8.1 Identifying and Assessing Risks 

 Data Security Risks: Identify potential data security vulnerabilities 

associated with AI tool deployment and data storage. 

 Algorithmic Bias: Assess the risk of bias in the AI tool's algorithms and 

how it might impact legal decision-making. 
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 Overreliance on AI: Mitigate the risk of overreliance on AI by 

emphasizing human oversight and critical thinking in legal practice. 

 

8.2 Mitigation Strategies 

 Implement data security best practices: Employ encryption, access 

controls, and regular security audits to safeguard client data. 

 Conduct algorithmic bias testing: Regularly assess AI tools for bias 

and implement measures to mitigate any discriminatory outcomes. 

 Maintain human oversight: Ensure lawyers retain ultimate 

responsibility for legal decisions and leverage AI as a tool to augment 

their expertise, not replace it. 

 

8.3 Monitoring and Auditing AI Systems 

 Continuously monitor AI performance: Track the performance of AI 

tools and identify areas for improvement or potential issues that require 

rectification. 

 Regular data privacy audits: Conduct regular audits to ensure 

compliance with NDPA requirements and client data privacy rights. 

 

9. Training and Professional Development 

9.1 AI Literacy for Legal Professionals 

Upskilling the legal workforce is crucial for successful AI adoption. Here's how 

to promote AI literacy: 

 Incorporate AI training into continuing legal education programs: 

Equip lawyers with the necessary knowledge and skills to leverage AI 

effectively within their legal practice. 
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 Develop internal training resources: Create educational materials and 

workshops to educate lawyers and legal staff on AI concepts, 

applications, and ethical considerations. 

 Encourage participation in industry events and conferences: 

Promote participation in events focused on AI and legal practice to stay 

updated on the latest developments in the field. 

 

9.2 Continuous Education and Training Programs 

The legal landscape and AI technology are constantly evolving. Here's how to 

ensure your legal team stays ahead of the curve: 

 Invest in ongoing training programs: Provide opportunities for 

lawyers and legal staff to continuously learn about new AI tools and 

applications relevant to the legal sector. 

 Foster a culture of innovation: Encourage legal professionals to 

explore new ways to leverage AI to enhance legal services and client 

satisfaction. 

 

10. Collaboration with AI Developers 

Meaningful collaboration between legal professionals and AI developers is 

essential for the responsible development and deployment of AI in the 

Nigerian legal sector. 

10.1 Establishing Effective Communication 

 Clear communication of legal needs: Clearly articulate the specific 

legal needs and challenges you want AI to address when collaborating 

with AI developers. 
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 Understanding AI capabilities and limitations: Gain a basic 

understanding of AI's capabilities and limitations to ensure realistic 

expectations for AI-powered solutions. 

 

10.2 Contractual Agreements 

 Data protection and security clauses: Include robust data protection 

and security clauses in agreements with AI vendors to ensure 

compliance with NDPA and client confidentiality. 

 Intellectual property ownership: Clearly define ownership rights for 

any data or AI models developed through the collaboration. 

 

10.3 Collaboration for System Improvement 

 Provide feedback on AI tools: Provide constructive feedback to AI 

developers on the performance and usability of their AI tools to facilitate 

ongoing improvement. 

 Contribute to the development of legal-specific AI solutions: 

Collaborate with AI developers to create AI solutions specifically tailored 

to the needs of the Nigerian legal sector. 

 

11. Case Studies 

11.1 Case Study 1: Leading Nigerian Law Firm Utilizes AI for Enhanced 

Contract Review 

 A prominent Nigerian law firm with a strong presence in the oil and gas 

industry routinely handles complex contracts for multinational 

corporations. 

 Traditionally, contract review for these agreements was a time-

consuming and labor-intensive process. 
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 To address these challenges, the firm implemented a cloud-based AI 

contract review tool. The tool utilizes machine learning algorithms 

trained on a vast dataset of legal contracts to identify potential risks, 

inconsistencies, and boilerplate language. 

 By integrating AI, the law firm has witnessed a significant improvement 

in contract review efficiency. Lawyers can now focus on complex legal 

issues and negotiations, while the AI tool flags potential red flags for their 

review. This has resulted in faster turnaround times for contract reviews 

and reduced risk of missed contractual clauses. 

 

11.2 Case Study 2: Major Nigerian Manufacturing Company Leverages AI 

for Legal Research 

 A major producer of consumer goods in Nigeria has a dedicated in-

house legal department that handles a wide range of legal matters. 

 Legal research, particularly keeping up with the evolving regulatory 

landscape and identifying relevant case law from Nigerian courts, was a 

significant challenge for the legal team. 

 To streamline legal research, the company implemented a subscription 

to an AI-powered legal research platform. This platform aggregates legal 

data from Nigerian legislation, case law, and regulatory bodies. It utilizes 

natural language processing to understand legal queries and provide 

highly relevant search results. 

 The AI-powered legal research platform has empowered the legal 

department to conduct more efficient and thorough legal research. 

Lawyers can now quickly identify pertinent legal resources, saving 

valuable time previously spent sifting through vast amounts of legal 

materials. This has led to more informed legal decision-making and 

improved risk management for the company. 
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These real-life examples showcase the potential of AI to enhance legal practice 

in Nigeria. As AI technology continues to evolve, we can expect even more 

innovative applications to emerge and transform the Nigerian legal sector. 

 

12. Future Trends in AI and the Legal Sector 

The field of AI is constantly evolving, and new advancements are expected to 

significantly impact the legal sector in Nigeria. Here's a glimpse into some 

potential future trends: 

 Enhanced Natural Language Processing (NLP) Capabilities: 

Advancements in NLP will enable AI systems to understand legal 

language with even greater nuance and accuracy. This could lead to the 

development of AI tools that can draft basic legal documents, analyze 

legal arguments, and even participate in some aspects of legal 

negotiations. 

 Artificial Legal Reasoning: AI systems with more sophisticated 

reasoning capabilities could be used to analyze legal precedents, predict 

case outcomes, and identify legal loopholes. However, it's crucial to 

emphasize that these AI systems would be best utilized as decision-

making aids, not replacements for human lawyers' legal judgment and 

experience. 

 Greater Automation of Legal Tasks: Repetitive legal tasks, such as due 

diligence document review and e-discovery, could become even more 

automated using AI. This would free up lawyers' time to focus on higher-

value strategic work and client service. 

 Increased Use of AI by Legal Departments: In-house legal 

departments within corporations are likely to adopt AI tools at a growing 

pace to improve efficiency and manage legal risk more effectively. 
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12.1 Anticipated Regulatory Changes 

The legal and regulatory landscape surrounding AI is also expected to evolve: 

 Regulations Specific to AI in Law: New regulations or guidelines 

might be introduced to address issues like data privacy, algorithmic bias, 

and the ethical use of AI in the legal sector. 

 Alignment with International Standards: Nigerian regulations might 

be harmonized with international standards to ensure responsible AI 

development and deployment. 

 Focus on Transparency and Explainability: Regulatory frameworks 

might emphasize the need for transparency and explainability in AI 

algorithms used within the legal domain. This ensures that lawyers 

understand the reasoning behind AI outputs and promotes trust in AI-

assisted legal decision-making. 

By staying informed about these future trends and regulatory changes, 

Nigerian legal professionals can be better prepared to leverage the potential 

of AI while navigating the accompanying challenges. 

 

13. Conclusion 

13.1 Summary of Key Guidelines 

 Emphasize the importance of human oversight and critical thinking in 

legal practice alongside AI integration. 

 Highlight the need for robust data privacy and security measures to 

comply with the NDPA and safeguard client confidentiality. 
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 Advocate for ongoing training and professional development to equip 

legal professionals with AI literacy and the skills to leverage AI 

responsibly. 

 

13.2 Encouraging Responsible AI Adoption 

By following these guidelines, Nigerian legal professionals can harness the 

transformative power of AI while mitigating potential risks. Responsible AI 

adoption can lead to a more efficient, data-driven, and client-centric legal 

sector in Nigeria. 

 

Signed: 

 

Yakubo Chonoko Maikyau, OON, SAN   Boma Alabi, OON, SAN  

President, NBA       Chairman, NBA-SLP   

   

Fernandez Marcus-Obiene 

Chairman, NBA-SLP Tech & Law Committee 
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Appendices 

Appendix A: Glossary of AI Terms 

 Algorithmic Bias: Prejudiced outcomes produced by AI systems, often 

arising from biased data used to train the algorithms or limitations in the 

design of the algorithms themselves. Mitigating algorithmic bias is 

crucial in legal applications of AI to ensure fair and just decision-making. 

 Artificial Neural Networks: Interconnected computing systems 

inspired by the structure of the human brain. These networks learn from 

data and can identify complex patterns, making them valuable for tasks 

like legal document classification and risk prediction in litigation. 

 Data Privacy: The right of individuals to control their personal data and 

how it is collected, used, and stored. The NDPA lays out the legal 

framework for data privacy in Nigeria. 

 Data Security: Measures taken to protect data from unauthorized 

access, use, disclosure, disruption, modification, or destruction. Robust 

data security is paramount when using AI in the legal sector, as it 

safeguards client confidentiality and protects sensitive legal data. 

 Deep Learning: A subfield of ML that utilizes artificial neural networks 

modeled after the human brain. These complex networks excel at tasks 

requiring high pattern recognition, such as legal document classification 

and e-discovery. 

 Explainable AI (XAI): Refers to the ability to understand the reasoning 

behind an AI system's outputs. XAI is essential in the legal domain, 

allowing lawyers to scrutinize AI recommendations and ensure they 

align with legal principles and the specific context of a case. 

 Generative AI: Artificial intelligence that creates entirely new content, 

like text, code, slides, images or videos. This can be legal documents, but 

also applies to other creative fields. 
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 Machine Learning (ML): A branch of AI that allows computers to learn 

from data without explicit programming. ML algorithms can analyze 

legal documents, identify patterns, and extract crucial information for 

tasks like contract review and due diligence. 

 Natural Language Processing (NLP): Enables computers to 

understand and interpret human language. NLP-powered tools can 

analyze legal documents, contracts, and case law, facilitating tasks like 

legal research and sentiment analysis of judicial opinions. 

 

Appendix B: Sample AI Impact Assessment Checklist 

Conducting an AI Impact Assessment before deploying AI tools in your legal 

practice can help identify potential risks and opportunities. Here's a sample 

checklist to get you started: 

 

 Task and Workflow Impact:  

o How will AI impact the way legal tasks are performed and 

workflows are structured within your practice? 

o Which tasks are most suited for AI automation? 

 Data Privacy and Security:  

o What data will be collected and used by the AI tool? 

o Does the AI tool comply with the NDPA requirements for data 

processing and security? 

o How will client confidentiality be ensured when using AI? 

 Algorithmic Bias:  

o How will you assess the risk of bias in the AI tool's algorithms? 

o What measures can be put in place to mitigate potential bias and 

ensure fair outcomes? 

 Change Management:  
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o How will you introduce AI to your team and ensure user adoption? 

o What training will be necessary for lawyers and legal staff to 

effectively utilize the AI tool? 

 Impact on Lawyers' Roles:  

o How will AI affect the roles and responsibilities of lawyers within 

your practice? 

o Will AI replace some legal tasks, or will it augment lawyers' 

capabilities? 

By addressing these considerations in an AI impact assessment, you can make 

informed decisions about AI adoption and ensure a smooth transition for your 

legal team. 

Appendix C: Relevant Legal Frameworks (NDPA 2023, International 

Standards) 

1. Nigeria Data Protection Act (NDPA) of 2023 

The Nigeria Data Protection Act (NDPA) of 2023 is the primary legislation 

governing data protection and privacy in Nigeria. Here's a summary of key 

principles relevant to AI in the legal sector: 

 Lawful Basis for Processing: The NDPA outlines lawful grounds for 

processing personal data, which AI tools must adhere to. These grounds 

include consent, necessity for performing a legal obligation, or the vital 

interests of the data subject. 

 Data Protection Principles: The NDPA establishes core data protection 

principles that AI tools must follow. These principles include fairness, 

transparency, purpose limitation, data minimization, accuracy, storage 

limitation, integrity and confidentiality, and accountability. 



GUIDELINES FOR THE USE OF ARTIFICIAL INTELLIGENCE IN THE LEGAL PROFESSION IN NIGERIA        

 

32 
 

 Data Subject Rights: The NDPA strengthens the rights of individuals 

regarding their personal data. These rights include the right to access, 

rectification, erasure, restriction of processing, and portability of their 

data. AI tools must be designed to respect these rights. 

 Data Protection Impact Assessments (DPIAs): The NDPA may require 

organizations conducting high-risk processing activities, such as using 

AI for legal profiling, to conduct a Data Protection Impact Assessment 

(DPIA). A DPIA helps identify and mitigate potential risks to data privacy 

associated with AI deployment. 

 

2. Other Data Protection Laws 

While the NDPA serves as the foundation, several other laws and regulations 

contribute to the data protection ecosystem in Nigeria. Here's a non-

exhaustive list of relevant legal frameworks: 

 The Constitution of the Federal Republic of Nigeria 1999 (as 

amended): The Constitution guarantees a fundamental right to privacy 

under Section 37. This right forms the bedrock of data protection 

legislation in Nigeria. 

 The Child Rights Act 2003: This Act protects the privacy of children 

and imposes specific requirements for the collection and processing of 

their personal data. 

 The Cybercrimes (Prohibition, Prevention, etc.) Act, 2015: This Act 

prohibits a range of cybercrimes, including unauthorized data access 

and breaches. It emphasizes the importance of data security measures 

to safeguard personal information. 
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 The Freedom of Information Act, 2011: This Act promotes public 

access to government information while also recognizing the need to 

protect personal data held by public authorities. 

 The National Health Act, 2014: This Act includes provisions for 

protecting the privacy of patients' health information. 

 The HIV and AIDS (Anti-Discrimination) Act, 2014: This Act prohibits 

discrimination against individuals based on their HIV status and protects 

the confidentiality of their personal health information. 

 Federal Competition and Consumer Protection Act (FCCPA) of 2018: 

The FCCPA, while not solely focused on data privacy, establishes a 

framework for promoting fair competition and protecting consumer 

rights in Nigeria. The FCCPA enshrines consumer rights such as the right 

to information and the right to fair and honest treatment. These 

principles can be applied to ensure transparency and fairness in AI-

powered legal services offered to consumers. The FCCPA also prohibits 

deceptive or misleading practices. This can be relevant to AI tools used 

in the legal sector, as it emphasizes the need for transparency and 

avoiding the exploitation of consumers through AI-powered legal 

services. 

Understanding the interplay between these various legal instruments is 

crucial for ensuring comprehensive data protection when deploying AI 

tools in the Nigerian legal sector. Consulting with legal professionals 

specializing in data privacy is recommended for navigating this complex legal 

landscape. 

 

2. International Standards 
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While not directly applicable in Nigeria, international standards like the 

European Union's General Data Protection Regulation (GDPR) offer valuable 

guidance on responsible AI development and deployment. These standards 

emphasize principles such as: 

 Accountability: The organization deploying the AI system is ultimately 

responsible for its actions and decisions, even when AI is involved. 

 Privacy by Design and Default: AI systems should be designed and 

developed with data privacy principles in mind from the outset. 

Measures to protect privacy should be the default setting. 

 Algorithmic Explainability: Organizations should strive to develop AI 

systems that are explainable, allowing for an understanding of the 

reasoning behind their outputs. This is particularly important in legal 

applications to ensure transparency and fairness in decision-making. 

By understanding and adhering to both the NDPA and relevant international 

standards, Nigerian legal professionals can ensure responsible and ethical 

adoption of AI in the legal sector. 

Appendix D: References and Recommended Reading 

 Nigeria Data Protection Act (2023): https://placng.org/i/wp-

content/uploads/2023/06/Nigeria-Data-Protection-Act-2023.pdf 

 National Information Technology Development Agency (NITDA): 

https://nitda.gov.ng/ 

 Legal Technology: Artificial Intelligence and the Future of Law 

Practice: https://www.canlii.org/w/canlii/2017CanLIIDocs70.pdf 

 Artificial Intelligence Courses to Build Essential Artificial 

Intelligence Skills: 

https://www.coursera.org/courses?query=artificial%20intelligence  
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 UNESCO Global toolkit on AI and the rule of law for the judiciary: 

https://unesdoc.unesco.org/ark:/48223/pf0000387331?posInSet=2&quer

yId=677dc27a-f775-4119-bad9-c6a7f85ef6de  


